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Introduction

Concerns over digital platforms’ collection and use 
of consumer data, and the impact of their data 
practices on personal privacy, consumer autonomy 
and market competition, have been increasing across 
the globe in recent years.1 The central business model 
of digital platform giants such as Google, Amazon, 
and Facebook, as well as relative newcomers Baidu, 
Alibaba and Tencent, is premised on bringing together 
consumers wanting to buy products and businesses 
wanting to advertise or sell their products to particular 
groups of consumers.2 This strategy relies on ‘consumer 
profiling’, a process through which data collected from 
consumers’ online interactions is fed into algorithms 
to make predictions about those consumers’ future 
behaviour, as well as those who resemble them.3 In 
data collection for profiling purposes, location data is 
particularly valuable.4 Location data links consumer 
profiles to a physical location, which provides insights 
about their actual behaviour that can improve the 
granularity of micro-targeting and the accuracy of 
predictions from data analytics.5

In many countries, including the UK6 and, to some 
extent, Australia,7 the data collection that informs 
consumer profiling and targeted advertising is 
regulated by privacy or data protection legislation.8 
Under these regimes, either notice9 or consumer 

consent10 is a key justification for data processing. 
However, notice and consent requirements do 
not dispel all concerns about the harmful effects 
of consumer data processing by digital platforms. 
There remain further concerns about the way in 
which digital platforms may use insights about the 
psychological habits and behavioural biases of 
consumers, along with consumers’ typical lack of 
interest in and knowledge of data privacy, to nudge 
and even manipulate consumers towards privacy-
reducing rather than privacy-enhancing options in 
their digital interactions with the market.11

The emphasis in privacy and data protection law 
on consent as the gatekeeper to protect consumers’ 
interests suggests that consumer protection law may 
here serve a valuable, additional role.12 This body 
of statutory law is specifically focused on protecting 
consumers from conduct that impedes their decision-
making, through prohibitions on misleading conduct 
and aggressive market practices, along with regimes 
scrutinising unfair contract terms.13 In this context, the 
decision of the Australian Federal Court in Australian 
Competition and Consumer Commission v Google14 
(ACCC v Google) is potentially of great interest to 
other jurisdictions concerned about the strategic 
use of privacy notices and consent procedures to 
erode consumer welfare and choice. In this case, 
the Australian consumer protection regulator, the 
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most digital platforms, their data is the effective 
price of the service. There are numerous risks of 
harm to consumer interests from the widespread 
processing that forms the core business model of 
digital platforms.17 These possible harms may include 
decreased privacy, increased risk of data breach 
and cybercrime, and vulnerability to scams arising 
through the transmission and storage of personal 
data. There are also risks that arise from the use of 
consumer data to create digital profiles which inform 
targeted advertising, including risks of manipulation, 
discrimination and exclusion from particular 
markets.18 The kind of micro-targeting enabled by 
profiling also risks harming competition by reducing 
the purchasing options made visible to consumers and 
crowding out alternative options.19

In response to these risks, data protection regimes 
such as the General Data Protection Regulation 
2016 (EU) 2016/679 ([2016] OJ L119/1) (GDPR), 
and the Data Protection Act 2018, impose robust 
requirements for valid consent to the processing 
of personal data. Consent must be a ‘freely given, 
specific, informed and unambiguous indication of 
the individual’s wishes by which they clearly signify 
agreement to the processing of personal data relating 
to him or her’.20 By contrast, in Australia, the Privacy 
Act 1988, currently subject to review,21 does not 
have clear or constrained limits on the collection of 
personal data for targeted advertising.22 Instead, in 
Australia, data collection typically only requires that 
consumers be shown a privacy notice23 and, where 
consent to data collection practices is necessary, 
the Australian Privacy Act allows that consent to be 
express or implied.24

Privacy advocates and scholars have long warned 
against over-reliance on consent to protect consumers’ 
interests.25 This is because consumers are typically 
too busy to take the time to read privacy policies, 
and lack the legal expertise to make much sense of 
them. Moreover, even if consumers devote time to 
such provisions, these are commonly long, complex, 
vague, and difficult to navigate.26 Consumers operate 
under conditions of bounded rationality or cognitive 
bias, which further limit their capacity to make sense 
of large amounts of information and multiple choices 
between different privacy options. This reality presents 
a key role for consumer protection law to buttress 
the protection provided by privacy regimes by further 
safeguarding the circumstances in which consumers 
are asked to consent to proposed data collection and 
use.27 Consumer protection law is precisely focused 
on the process through which consent is obtained, 
using prohibitions on misleading conduct and undue 

Australian Competition and Consumer Commission 
(ACCC), successfully argued that Google engaged in 
misleading conduct about the steps needed to prevent 
Google from obtaining consumers’ personal data about 
their location, contrary to prohibitions in the Australian 
Consumer Law (ACL).15 Specifically, the Federal Court 
held that some reasonable users of mobile devices 
with Android operating systems would be misled into 
thinking that they could control Google’s location 
data collection practices by switching off the ‘Location 
History’ setting on their phones. In reality, a further 
setting, ‘Web & App Activity’, also needed to be 
disabled to provide this protection.

The decision provides an important demonstration of 
the potential for courts to apply relatively longstanding 
consumer protection laws to new scenarios. It also 
illustrates the scope for the open-ended standards 
provided under this body of law to be informed by 
new insights about the way ‘choice architecture’, 
‘dark patterns’ and the design and presentation of 
information can be used to mislead and unduly 
influence consumers’ choices.16 Additionally, the 
decision should prompt discussion about effective 
regulatory strategies for deterring further instances 
of unlawful data collection approaches. Here, a key 
concern is that claims for compensation for harm to 
consumer interests may barely make an impact on 
the balance sheet of digital platforms. An alternative, 
utilised in Australia and also available under the Data 
Protection Act 2018, is the use of civil penalties or fines.

Finally, in imposing civil penalties, typically a relevant 
consideration is the extent to which the conduct was 
deliberate or otherwise culpable. We suggest that 
the decision in ACCC v Google provides a strong 
illustration of the utility of a ‘systems intentionality’ 
approach to this question of corporate culpability. 
On this model, the corporate mindset is not found 
derivatively through individual employees, but is 
manifested in the systems and policies for which the 
corporation itself was responsible. It suggests that 
Google may be judged highly culpable in misleading 
Android phone users about privacy protections.

The Australian Consumer 
Regulator’s Action Against 
Google

Risks of widespread data processing

As is probably now well recognised, while consumers 
do not pay a fee to access the services offered by 
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GDPR and the Data Protection Act 2018.39 In the 
US, the Federal Trade Commission has signalled 
a willingness to apply s 5 of the Federal Trade 
Commission Act 1914 to privacy-eroding practices 
of this kind. The Federal Trade Commission recently 
fined Facebook 5 billion USD for misrepresenting the 
extent to which its users could control access to their 
personal data.40

As is discussed further below, however, prohibitions 
on misleading conduct may be a useful starting point 
for responding to manipulative design practices. 
Moreover, the availability of any regulatory response, 
will depend upon a careful analysis of both the design 
of the choice options and the way in which the 
relevant information (as presented to the consumer) 
can mislead or unduly influence consumer decision-
making. In this regard, ACCC v Google offers a 
particularly salient case study of the potentially 
powerful legislative and regulatory strategies that may 
be deployed against such practices.

Misleading conduct in presenting 
privacy control options

ACCC v Google arose in the context of alleged 
contraventions of various prohibitions on misleading 
conduct in the ACL by Google between January 
2017 and December 2018. The impugned conduct 
related to the way Google accessed, retained and 
used the personal location data of users of Android 
mobile devices. For current purposes,41 the ACCC’s 
case against Google centred upon the content of 
various screens that Android users saw when they 
sought to control access to their personal data.42 Two 
settings were central to the ACCC’s case. The first 
was a setting called ‘Location History’. This setting 
was described as controlling whether Google could 
save a ‘private map’ of the user’s location data.43 The 
second was a setting called ‘Web & App Activity’. This 
setting purported to control whether Google could 
save a user’s searches, browsing history, and activity 
within Google apps and services.44 The default setting 
of ‘Location History’ was ‘off’, whereas ‘Web & App 
Activity’ was set by default to ‘on’.45 As it turned out, 
both settings controlled Google’s access to personal 
location data. Thus even with ‘Location History’ set 
to ‘off’, the default setting of ‘Web & App Activity’ 
to ‘on’ meant that Google could access, retain and 
exploit a user’s personal location data when the user 
used certain apps and services. The personal data 
collected by Google, including location data, was used 
for a variety of purposes, including by the users of 
Google services and also for personalised advertising 
and the sale of advertising services to third parties.46 

influence or pressure,28 as well as regulating the 
substantive fairness of the terms to which consumers 
are asked to agree through unfair terms regimes.29

As already noted30 and discussed in more detail 
below,31 firms may seek to influence, mislead or 
manipulate consumers’ consent to data collection, 
processing and use through the way in which the 
information is displayed, organised and presented in 
context. These design strategies, sometimes described 
as choice architecture or dark patterns, appear to be 
widespread in online transactions. Notably, a 2020 
study found that dark patterns and terms reliant on 
implied consent were ubiquitous on the most popular 
10,000 websites in the UK.32 Such practices threaten 
to undermine the integrity of consumer consent to 
notices that set out the data-processing practices of 
digital platforms and online firms.33

Concerns about this kind of conduct has led regulators 
in several jurisdictions to take action against digital 
platforms. In Australia, the focus of this article, 
the ACCC has been successful in an action against 
Google for misleading consumers over the steps 
needed to preclude location tracking in Android 
phones, in contravention of the statutory prohibition 
on misleading conduct under the ACL.34 The core 
Australian prohibition, contained in s 18 of the ACL, 
goes beyond prohibiting positive misrepresentation 
to capture any misleading ‘conduct’. The overall 
effect of ‘conduct’ is broadly construed, including 
silences, omissions and the overall presentation of 
information.35 In the UK, the equivalent prohibitions 
are regs 5 and 6 of the Consumer Protection from 
Unfair Trading Regulations 2008, implementing the 
EU Unfair Commercial Practices Directive 2005/29/EC 
([2005] OJ L149/22), which ban misleading practices 
and omissions.36

We further note that a more direct avenue of response 
may be under statutory unfair trading or transparency 
requirements, given the core concern is over salient 
information that may be technically present but 
unrealistic for consumers to access because it is, 
for example, buried under multiple navigation 
screens.37 Thus, the use of choice architecture to 
guide consumers to decision outcomes that favour 
the provider of the services to the disadvantage of 
the consumer may infringe the general prohibition 
on unfair trading in reg 3 of the Unfair Trading 
Regulations 2008.38 Where the design of privacy 
settings makes it difficult for consumers to navigate, 
or nudge consumers towards certain privacy-eroding 
options, there may also be a contravention of the 
robust requirements for valid consent under the 
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court involves considering the effect of the conduct 
upon reasonable members of the class of people to 
whom the conduct was directed.54 In considering 
how a hypothetical, reasonable member of the 
relevant class would have responded, the court allows 
for different responses from different reasonable 
members of the class. It is not to the point that some 
members of the relevant class would not have been 
misled, because the court does not need to ‘land 
upon one response’55 or distil the class ‘into a single 
hypothetical reasonable person’.56 It is enough that 
some members of the relevant class would, acting 
reasonably, have been misled.57

In ACCC v Google, the Federal Court held that even 
though there were potentially tens of thousands of 
users within each class, the relevant users within each 
class were those likely to pay some attention to the 
settings information shown to them.58 This is because 
each of the three scenarios involved a deliberate 
decision to seek out the privacy settings – something 
the ‘average’ user (a user without some reason to 
access the settings, such as a particular interest in 
privacy or data-protection) would be unlikely to do.59 
The Federal Court found that while Google’s conduct 
would not have misled all users of Android devices 
in the relevant time period, it would have misled 
(or the conduct would have been likely to mislead) 
some reasonable users within the classes identified.60 
This was sufficient to establish a contravention of the 
relevant provisions in the ACL.

Insights from behavioural economics

Although lauded by privacy advocates, the finding 
in ACCC v Google that some users had been misled 
deserves further attention. This conclusion relied on 
the court going beyond the mere presence of relevant 
information, to gain a more holistic understanding 
of the user experience. Information disclosing what 
was collected by Google, and what needed to be 
disabled to prevent this collection, was available 
through a close analysis of the various screens. For 
example, Google’s general Privacy Terms referred 
to it collecting location data.61 For those consumers 
who went further and navigated past the Privacy 
Terms to ‘More Options’, Google did not expressly 
misrepresent that disabling ‘Location History’ would 
prevent Google from using any of a user’s location 
data. Further, Google had never explicitly represented 
that Google would not be able to use a user’s location 
data even if ‘Web & App Activity’ were enabled.62 
Users had the opportunity to go further into the 
terms and conditions, by clicking on a ‘Learn More’ 
link. This link provided more information about the 

The Federal Court found that Google’s conduct was 
misleading or likely to mislead, in contravention 
of s 18 of the ACL. The Federal Court also found 
that Google had misled users about the nature, 
characteristics or suitability for purpose of Google 
services accessed by Android mobile device users, 
which contravened the more specific prohibitions 
contained in s(s) 29(1)(g)47 and 3448 of the ACL 
respectively.

In bringing its case, the ACCC acknowledged that 
the majority of users would not have clicked past 
the Privacy and Terms screen on their device to the 
screen titled ‘More Options’ where the problematic 
settings were located.49 Instead the ACCC conducted 
its case by reference to three classes of users of 
Android mobile devices.50 Scenario 1 concerned 
users who had considered the ‘Location History’ and 
‘Web & App Activity’ settings while setting up their 
mobile devices.51 Scenario 2 concerned users who 
had consciously decided to turn ‘Location History’ 
to ‘off’ (after having previously switched it to ‘on’).52 
Scenario 3 concerned users who, after setting up 
their device, had consciously considered whether to 
change ‘Web & App Activity’ from its default setting 
of ‘on’ to ‘off’.53

In each of the three scenarios considered by the court, 
accessing the ‘Location History’ or ‘Web & Activity’ 
settings required consumers to navigate through 
various screens. For example, the hypothetical class of 
users in ‘Scenario 1’ were users who, while setting up 
their device, scrolled through Google’s privacy policy 
and, instead of pressing ‘I agree’ or ‘Don’t create 
the account’, pressed a ‘More Options’ button (itself 
found underneath the heading ‘You’re in control’). 
Upon pressing ‘More Options’, the user was shown 
the ‘Location History’ and ‘Web & App Activity’ 
settings. Both settings were accompanied by a ‘Learn 
more’ link, though neither link informed the user that, 
despite turning ‘Location History’ to ‘off’, personal 
location data would still be collected when the ‘Web 
& App Activity’ setting was enabled. The second and 
third scenarios also involved users who had navigated 
through the settings of their mobile device: Scenario 2  
concerned users who had found their way to the 
‘Location History’ setting, while Scenario 3 concerned 
users who had found their way to the ‘Web & App 
Activity’ setting.

Australian courts have a well-developed jurisprudence 
around assessing when conduct directed to the public, 
as opposed to an individual person, is misleading. 
When conduct is directed toward the general public, 
or a section of the general public, the approach of the 
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include default options that are set to privacy intrusive 
options, which plays on natural consumer inertia;71 
making ‘opting out’ of privacy-eroding options or 
memberships cumbersome by increasing the number 
of clicks needed to complete the action;72 framing the 
effects of options for choice in terms of positive words 
and images and underplaying negative outcomes of 
that choice;73 and using headings and other attention-
catching designs to make certain information salient 
to consumers, while diverting attention from other 
options.74

The expert economists agreed that behavioural 
economics alone could not predict the reaction of 
consumers to the screens displayed to them when 
investigating the privacy settings on their phones.75 
However, the expert economists’ evidence about 
behavioural economics does appear to have 
influenced the Federal Court’s reasoning as to why 
the information presented was misleading to at least 
some of the relevant class of consumers. We can 
explain the finding in terms of these behavioural 
insights through the following reasoning. Generally, 
behavioural economics supports the view, long 
recognised by consumer protection advocates, that 
merely providing information relevant to consumers’ 
decisions somewhere on a website or phone screen 
is not sufficient to ensure that information is salient 
in informing those decisions.76 Specifically, in the 
circumstances raised by ACCC v Google, this insight 
means that information available to consumers 
through the ‘Learn More’ option was not necessarily 
sufficient to counter the misleading impression gained 
from the labelling of the ‘Location History’ and 
‘Web & App Activity’ settings. This impression was 
that ‘Location History’ was the pertinent setting to 
disable location tracking. Accordingly, the fact some 
consumers wielding a ‘high degree of observation’77 
might conceivably have drawn the correct conclusion 
as to location tracking from clicking through and 
reading further screens was not alone sufficient to 
protect Google’s conduct from being misleading.

As already noted, the ACCC’s case was based on 
atypical users who were sufficiently concerned 
about privacy to navigate to the ‘More Options’ 
screen.78 The Federal Court accepted that reasonable 
members of the relevant category of users would 
not have paid close attention to the detail of the 
information provided at that point, having regard 
to what preceded it, and the possibility of finding 
out more by clicking further.79 The Federal Court 
accepted that an atypical user who navigated to the 
‘More Options’ screen and saw the default settings 
may have been misled, because at that point they 

data collected when the relevant settings were on, 
including an express statement under ‘Web &  
App Activity’ that data saved when this option was 
switched on included ‘your location and other 
associated data’.63

A key reason Google’s conduct was held to be 
misleading, despite the formal availability of the 
relevant information, turns on the preparedness of 
the court to consider evidence about behavioural 
psychology and an understanding of the way in 
which the choices that were presented to consumers 
influenced their decision-making. Both Google and 
the ACCC relied on expert evidence from economists 
with expertise in ‘behavioural economics’,64 which 
is the study of human decision-making informed by 
psychology and without accepting the precept of 
perfect rationality relied on in classical economic 
theory.65 The experts explained that analysis of how 
users navigated various screens in making decisions 
about privacy should be informed by a realistic 
understanding of the impact of limited time  
and of various behavioural biases on consumer 
decision-making processes:66

Behavioural economics starts from the premise 
that people are time constrained, do not have 
all (or even most) information easily accessible 
and have cognitive capacity with serious limits 
in processing information when making choices. 
These constraints cause people to use short-
cuts (referred to as ‘heuristics’) to make choices. 
The heuristics are subject to many biases, which 
result in systematic and predictable deviations 
from making the optimal choices which would be 
assumed in the traditional economic approach. 
Behavioural economists would say that people are 
‘boundedly rational’.67

Against this backdrop of bounded rationality, 
the expert economists also gave evidence on the 
influence of choice architecture on consumer 
decision-making.68 Choice architecture refers to 
the ways in which the design and presentation of 
information may influence the choices that are made 
by individuals, particularly given the potential for 
those processes to leverage behavioural biases in 
consumer decision-making. An application of this 
process is the use of dark patterns in the design of 
privacy consent procedures or notices.69 Dark patterns 
use behavioural biases in the design of websites 
and other digital interfaces to influence consumers 
to make decisions that benefit the firm deploying 
the technology, to their own detriment.70 Examples 
of the use of choice architecture or dark patterns 
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powers in relation to these prohibitions. The ACCC 
has power to issue infringement notices and enter into 
enforceable undertakings. It can also go to court to 
seek compensation on behalf of consumers who have 
suffered loss and damage, bring criminal prosecutions, 
and seek civil pecuniary penalties for contraventions 
of the law.88 Two of the three provisions that Google 
breached are provisions subject to the civil penalty 
regime under the ACL. This means that for each of 
Google’s contraventions (of which there could be 
thousands) the court may impose a penalty of  
up to 1.1 million AUD.89

The ACCC has made particular use of the civil penalty 
regime in responding to contraventions of the ACL, and 
in seeking to effect both specific and general deterrence. 
Unless Google appeals the liability judgment, a penalty 
hearing will be the next step in the ACCC’s enforcement 
action in this case. Currently, civil penalties or fines are 
not available as an option for contraventions of the UK’s 
equivalent consumer protection regime under either the 
Unfair Trading Regulations 2008 or the Consumer Rights 
Act 2015. Notably, the UK government announced 
a process of consultation in 2019 on whether the 
Competition and Markets Authority (CMA) should be 
given new powers to decide whether consumer law 
has been broken, without having to go through the 
courts, and to impose fines directly in response to such 
conduct. It would appear that little progress has been 
made on this inquiry. Civil penalties are, however, 
available under the DPA 2018 for contraventions of 
its provisions and the GDPR,90 and may be imposed 
directly by the regulator itself.91

The primary goal of the pecuniary penalty regime in 
the ACL is deterrence;92 this is similarly listed as an 
objective of the DPA 2018.93 This goal encompasses 
both ‘specific’ deterrence (discouraging the defendant 
from committing further contraventions) and ‘general’ 
deterrence (discouraging members of the public from 
committing contraventions).94 The Federal Court has 
explicitly recognised that correct calibration of the 
penalty is central to achieving deterrence. Among 
other matters, courts have emphasised that any penalty 
should not be so low that it becomes merely a ‘cost of 
doing business’.95 Indeed, so great is this concern that 
the minimum penalties payable have recently been 
increased in Australia. The goal of deterrence suggests 
that Google – a multi-national, trillion-dollar company 
with annual revenues in the hundreds of billions – 
should receive a significant penalty.

Specific factors relevant in setting the penalty are set 
out in the legislation96 and also have been developed 
by courts.97 The legislation directs courts to consider 

were not expressly notified that, even if ‘Location 
History’ was off, Google might continue to obtain, 
retain and use personal location data.80 On this view, 
given that only the setting ‘Location History’ referred 
to location, it was reasonable for users to assume this 
was the only relevant setting that controlled access to 
location data.81 Implicit in this position was that it was 
reasonable for an Android phone user who sought to 
find out more about privacy options not to navigate 
past ‘Other Options’ to ‘Learn More’, at which 
point the true situation would have been revealed.82 
Also important in the courts’ reasoning was the 
recognition, drawn from an understanding of choice 
architecture, that the atypical user investigating the 
‘More Options’ screen may reasonably have focused 
on the heading ‘Location Settings’, and the option of 
switching off this option, and may not have further 
investigated other controls over location tracking.83

Thus, overall, and perhaps uniquely in judgments 
about the scope of consumer protection legislation, 
the court in ACCC v Google assessed whether conduct 
was misleading by reference to a consumer who 
was boundedly rational, rather than the benchmark 
‘average’ consumer of EU jurisprudence who is 
‘reasonably well-informed and reasonably observant 
and circumspect’.84 In the words of Thawley J:

A user particularly paranoid about having his or 
her location used might have clicked on ‘Learn 
more’ underneath Web & App Activity despite 
there being no reference to ‘location’ connected 
to that setting on the More Options screen. Others 
may have too. However, I am satisfied that there 
were reasonable users who had clicked on ‘More 
Options’, who would choose not to continue and 
click on each of the ‘Learn more’ links or one or 
other of them. There is a point where reasonable 
people give up drilling down to plumb the depths 
for further information. I would think the lack of 
desire increases with each link.85

Using civil penalties to deter 
wrongful conduct

Civil penalties as an enforcement tool

Breaches of the prohibition on misleading conduct 
in the ACL give rise to liability to pay damages to 
consumers who have suffered loss or damage  
because of the misleading conduct,86 and also  
to the possibility of broader compensatory and  
‘non-punitive’ orders.87 Additionally, the Australian 
regulator, the ACCC, has extensive enforcement 
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data has considerable market value. This needs to 
be acknowledged and factored into the size of the 
penalty, lest the offending conduct be subsumed as a 
mere cost of doing (very good) business.

Australian courts have consistently assessed 
‘deliberate, covert or reckless conduct, as opposed 
to negligence or carelessness,’111 as more serious, 
and liable to attract a significantly higher penalty.112 
Here, Google will no doubt argue (and appears 
to have already argued113) that the misleading 
design of the privacy settings was not deliberate, 
but rather the result of a mere oversight on its part. 
Consistently with this narrative, it was revealed at 
trial that individual Google employees responsible 
for oversight of the various privacy settings were 
not aware of the problem until the Associated Press 
published an exposé114 critical of the confusing nature 
of the ‘Location History’ and ‘Web & App Activity’ 
settings.115 The Associated Press article prompted 
an urgent meeting of these employees, at which it 
was resolved to remedy the issue and ‘reduce user 
confusion [regarding] how location [data] is used 
across [Google] products and services’.116

Our view is that, in setting the appropriate level of 
penalty, the fact Google employees were initially 
and personally ignorant of the misleading nature of 
Google’s privacy settings should be largely irrelevant in 
the assessment of Google’s corporate state of mind.117 
This is because Google’s corporate intentionality, and 
broader corporate state of mind, is manifested in, and 
revealed by, the systems that Google designed and 
put in place. Arguably, these systems indicate that 
Google’s conduct was both knowing and deliberate. 
To understand the grounds for, and significance of, this 
assessment, it is necessary to address the limits of, and 
more recent developments upon, traditional rules of 
corporate attribution.

Corporate responsibility and 
‘systems intentionality’

Enquiries into a defendant’s state of mind are 
widespread throughout the law, arising as a condition 
of primary liability for many species of legal and 
equitable wrongdoing.118 A defendant’s state of mind 
may also influence remedial outcomes119 and bear 
on defences.120 As we have seen, state of mind is also 
key to setting pecuniary penalties, through concepts 
such as deliberateness and, by way of mitigation, 
contrition. This is so even where (as with Australia’s 
wide-ranging statutory prohibitions on misleading 
conduct) primary liability is strict.

the nature and extent of the misleading conduct, the 
loss or damage to consumers and the circumstances 
of the contravention.98 In addition, courts will have 
regard to a number of general law factors, including 
the size of the contravening company, past conduct, 
whether the contravention arose from the conduct 
of senior management, the cooperation shown by 
the defendant after the conduct was identified, and 
whether the contravening conduct was systematic, 
deliberate or covert.99 More recently, courts have 
suggested that it is also relevant to consider the 
profit made from the contraventions.100 Similar 
considerations are listed as influencing the level 
of fine payable under the DPA 2018, including 
specifically the ‘intentional or negligent character 
of the failure’,101 ‘the degree of responsibility of 
the controller or processor’,102 ‘the degree of co-
operation … in order to remedy the failure and 
mitigate the possible adverse effects of the failure’103 
and ‘any other aggravating or mitigating factor 
applicable to the case, including financial benefits 
gained, or losses avoided, as a result of the failure 
(whether directly or indirectly)’.104

While the goal of civil penalties is deterrence, in 
considering these factors, courts also show a concern 
to ensure that the penalty is not a crippling burden105 
and is commensurate with the defendant’s level of 
wrongdoing.106 At this point, Google might argue that 
only some out of many consumers of its services were 
misled and, moreover, that its contraventions of the law 
were unintentional. These factors might seem to reduce 
the seriousness or at least the moral culpability of the 
misconduct. But we consider that these factors should 
not unduly cap any penalty awarded in this case.

In ACCC v Google, the number of consumers misled 
by Google’s conduct will be difficult to assess. As the 
court pointed out, many consumers would not have 
checked their privacy options.107 But even if only a 
proportion of Android users were misled, that will 
remain a very large number.108 Relevantly, there was 
evidence before the Federal Court that, after press 
reports of the location tracking problem, the number 
of consumers switching off the ‘Web & App’ option 
increased by 500 per cent. We may further accept 
that, even if a court is able to find that the potential 
number of affected consumers is large, the level of 
harm from this conduct is highly amorphous, given it 
involves non-pecuniary harms to fundamental rights 
of privacy and autonomy.109 Nonetheless, it is also 
clear that Google profits extensively from these data 
harvesting practices. Google’s very business model 
is premised on monetising consumer engagement or 
attention through advertising services.110 Consumer 
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result in a corporation acting with little or no ongoing 
human input.

Google exemplifies these sorts of problems. Google is 
one of the largest companies in the world, with almost 
150,000 employees spread across 50 countries. 
In the case in question, Google employees across 
different teams were involved in the design of the 
privacy settings, including software engineers, product 
managers, consultants, and members of Google’s 
public affairs division.133 There is no evidence that 
individual employees deliberately set out to mislead 
users of Android mobile devices in the design of the 
‘Location History’ and ‘Web & App Activity’ settings. 
On a traditional approach to corporate attribution, 
we might therefore conclude that Google’s conduct 
in misleading users was not deliberate, but instead 
accidental or the result of inattention. However, this 
approach would overlook the fact that leading users 
of Android mobile devices into error was precisely the 
sort of result that Google’s choice architecture was apt 
to produce.

This brings us to an emerging approach to corporate 
culpability, in which a corporation’s state of mind 
is manifested in the corporation’s systems, policies 
and patterns of behaviour.134 Central to this 
approach is recognition that the ethical quality 
of a corporation’s behaviour – its organisational 
blameworthiness – must be assessed by reference 
to the actions of the corporation itself, even in the 
absence of individual human fault.135 This is not to 
deny that the state of mind of a corporation is often 
referable to the state of mind of the corporation’s 
natural agents – there is no difficulty in labelling 
a corporation’s conduct dishonest, for example, 
when the corporation’s directors set out to act 
dishonestly. The directors, after all, form one of 
the primary processes for corporate decision-
making. The important point is that a corporation 
can also manifest states of mind independently 
of any human individual. That is, a corporation’s 
state of mind can be found within broader systems 
and processes adopted and implemented by the 
corporation to achieve its ends.

On this understanding, corporate systems are 
inherently purposive, being internal methods or 
organised connections of elements operating to 
produce conduct.136 Beyond its internal structures 
and processes, the corporation’s systems, and through 
them its state of mind, may be evidenced through 
the corporation’s objectively discernible patterns 
of behaviours and habitual practices. Further, a 
corporation may be taken to know the essential 

Against this background, it is of increasing concern 
that the law’s approach to enquiries into state of 
mind may be fundamentally inapt when dealing 
with large corporations.121 Traditionally, whether 
a corporation intended an act, or had knowledge 
of a particular matter, turned upon an enquiry into 
whether the corporation’s board of directors, or 
senior delegates of the board (the corporation’s 
‘directing mind and will’) had the relevant intention 
or knowledge.122 A more nuanced approach, 
developed first by the House of Lords in Meridian 
Global Funds Management Asia Ltd v The Securities 
Commission Co,123 and adopted in some common 
law jurisdictions,124 involves tailoring the attribution 
enquiry by reference to the particular rule of liability 
or proscription that is in focus.125 In other words, the 
purpose of a particular prohibition might mean that  
it is not necessary to enquire into the state of mind  
of the corporation’s directors or senior managers –  
the prohibition itself will dictate which officer or 
employee’s state of mind counts for the purposes 
of the attribution enquiry.126 However, while 
this approach has gone some way to address the 
restricted nature of the ‘directing mind and will’ test, 
it is still generally dependent on identifying a relevant 
individual whose state of mind may be properly 
attributed to the company. A similarly derivative 
approach to corporate liability can be seen in most 
statutory provisions addressing corporate misconduct, 
both in Australia127 and in the United Kingdom.128

A major problem with these approaches is that a 
corporation’s conduct does not always neatly ‘match 
up’ to the decision-making of individual employees. 
In large, complex corporations, it is common for 
tasks to be widely delegated and for knowledge 
to be ‘siloed’ within teams and fragmented across 
multiple individuals.129 Further, individual employees 
may have little understanding of how their allocated 
task fits with the broader corporate agenda: they 
are simply ‘doing their job’. The reality of ‘diffused 
responsibility’130 within corporations makes 
human-focused attribution enquiries difficult, and 
encourages both deliberate and unintentional evasion 
of corporate responsibility. More fundamentally, 
a corporation’s behaviour is often ‘the product of 
organizational policies and collective procedures, 
not individual decisions’.131 When this is the case, it 
will not even make sense to try to identify particular 
employees on which to hang the corporation’s 
state of mind – any fault must be found within the 
corporation’s systems themselves. This conclusion is 
only fortified when viewed in light of the increasing 
reliance of corporations upon automated systems and 
artificial intelligence platforms,132 both of which can 
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business practices of a company the size of Google. 
Our observations here are four-fold.

First, consumer protection law provides insights into 
the ways in which consumer choice may be eroded 
by conduct that is misleading or manipulative, 
including in the way in which choice options are 
designed. Whether enforcing data protection or 
consumer protection laws in the digital context, 
it is vital for regulators and decision-makers to 
understand the ways in which the very architecture 
of notice provisions may influence, nudge and even 
manipulate consumer decision-making. Intrinsic to 
this is recognition of the reality of the low degree of 
close attention reasonable consumers are likely to 
bring to such processes. Secondly, while it may seem 
a piecemeal approach to tackle concerns about the 
privacy-eroding effect of consumers’ interactions with 
digital platforms through focusing on the transparency 
and accuracy of privacy policies, regulators’ use of 
civil penalty provisions that attach to contraventions 
of consumer or privacy/data protection law can lend 
greater weight than relying on individual actions 
by consumers. Thirdly, regulators increasingly can, 
if they so choose, impose significant penalties for 
contraventions that have the potential for deterrence 
by eating into corporate profit. Indeed, we note it 
is possible to envisage a cross-border effort where 
regulators in different jurisdictions coordinate 
enforcement strategies, by comparing and sharing 
evidence and approaches. Fourthly, effective use 
of civil penalty regimes to deter harmful conduct 
should be informed by a robust theory of corporate 
culpability that understands the role of systems in 
attributing intentionality to corporate behaviour. This 
form of analysis both enables a principled assessment 
of corporate blameworthiness and provides a practical 
impetus for corporations to take seriously their 
responsibility for introducing and maintaining fair 
digital business practices.
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features of its adopted systems and what is required 
for each system to function. For example, a significant 
corporation like Google must be taken to know 
that its privacy settings set default choices, and that 
these defaults inevitably have implications both 
for consumers and for related corporate income-
generating, data-driven activities. On this account, if 
a corporation designs and implements a system apt to 
produce a particular outcome, that outcome cannot 
be dismissed as accidental or unintentional. The 
design and implementation of the system is itself a 
manifestation of the corporation’s intent.

Returning to ACCC v Google, the fact that some 
employees were not personally aware of the location 
tracking problem does not mean that Google was 
correspondingly ignorant and, hence, devoid of 
relevant knowledge or intention. Google designed 
and operated the information system that faced 
consumers trying to manage their privacy settings. It 
was Google that set the screen contents and layout, 
and it was Google that set the default settings. The 
overall data-harvesting system, as implemented, 
reflected and instantiated Google’s own design 
choices, aims and preferences. Consistently, the 
resultant choices offered to consumers effectively 
steered them away from opting out of Google 
collecting, retaining and using valuable personal 
location data. Not only did the ‘Other Options’ 
information fail to refer to the fact that location 
tracking was carried out via processes other than the 
one labelled ‘Location History’. The default option 
for ‘Web & App Activity’ (which included location 
tracking) was set as ‘on’. The individual Google 
employees may not have directed their attention to 
these details. But that is not to the point. Google’s 
corporate mindset is manifested or revealed in the 
systems it designs and put in place. This privacy-
eroding system arose by design not accident. It 
therefore warrants a serious penalty.

Conclusion

ACCC v Google is significant in a number of 
respects: as an illustration of a robust approach to 
enforcement by a consumer protection regulator; 
for its use of the insights of modern learning about 
consumer decision-making that may be affected 
by the design of privacy policies; and in prompting 
scrutiny of the degree of culpability that should be 
attributed to Google for its misleading conduct. 
The pragmatic question that remains is whether 
the action of a single regulator in a small market 
economy can realistically have any impact on the 
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